
Received Text
Meet me at 9 pm.

Stegotext

Wow, nice vibe off
here today!

Secret Text
Meet me at 9 pm.

Stegotext

Wow, nice vibe off
here today!

Public channel 
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0 1 1 0 1 0 1 0
1 1 0 0 0 1 1 0
 1 0 1 0 1  ... ... 

Bitstream
0 1 1 0 1 0 1 0
1 1 0 0 0 1 1 0
 1 0 1 0 1  ... ... 
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Experiment

• Setup
• Dataset: IMDB & Twitter
• Baseline: RNN-Stega, VAE-Stega, ADG, 

NLS, SAAC
• Metrics: Perplexity, JSD

• However, PPLs and JSDs fail to assess 
different stegosystems.

• Psic Effect: A higher embedding rate (Bit 
per Word) results in a lower JSD, i.e., A 
chaotic text with lower JSDs.

• Novel Evaluation
Ø Syntactic & Semantic Anti-steganalysis
Ø Semantic Evaluation: Soundness, 

Relevance & Engagingness from covertext

Steganography: Encoding information 
covertly within another message or 
object, hiding its presence from 
human inspection.

Background

• Codec
• Variable-length Coding
• EF Coding: inspired by 

differential encoding.
• Embedding

• Hide & Extract
• Annealing Selection

• In-Context Stegotext Generation

Mimic the language style and
semantics of the sentences:

1. Wow, tons of replies from you.
2. I was getting used to the nice
Spring-like weather.

Write a similar one to the context.

Here is the generated sentence:

Wow, nice vibe off here ... ...

Bitstream: ...     0     1     0     1     1     0     ...

User

Robot

0 1

0 1 0 1

0 1

off on

at here

0 1

0 1 0 1

0 1

here

to

there

the

Bitstream:

EF (Round 1):

EF (Round 2):

0 1 1 1 1 0 1 1

0 0 0 0 1 1 01

0 1 1 10 0 0 1

Our contributions:
• Zero-shot framework for linguistic 

steganography based on in-context 
learning using covertext samples.

• Improve both the binary coding process 
and the embedding process.

• Design several metrics and language 
evaluations, whereas our method 
produces more intelligible stegotext
compared to all the previous methods.
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